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Elastic High Performance
Computing

Alibaba Cloud Product Portfolio 
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6 hours DL-based Nowcasting: longer and more accurate
Multi-source data

Data Spatial 
resolution

Temporal 
resolution

Composite radar 
reflectivity

1km 10min

Precipitation 5km 10min

NCEP GFS 25km 1h

Topography 1km -

radar precipitation GFS (u/v/q)

12:00 18:00 00:00 06:00 12:00 18:00

Model GFS Lead time TS_0.1 TS_5 TS_10 TS_20 TS_30

3h 0.4551 0.2896 0.2194 0.1670 0.1260

UNet

6h 0.3264 0.1973 0.1548 0.1055 0.0748

✓ 3h 0.4969 0.2869 0.2098 0.1789 0.1448

✓ 6h 0.3979 0.2147 0.1665 0.1498 0.1147

Deployed at National Meteorological Center of CMA



Nowcasting using radar base reflectivity of different levels

0.5km 2.5km 6km

Conclusions

Model Input levels Target level Eval. level Ch. Atten. # Params Lead time TS20 TS30 TS40 BIAS20 BIAS30 BIAS40

UNet

A 2.5 km 2.5 km 2.5 km 30.45 M 3h 0.4099 0.2654 0.1244 0.8064 0.5746 0.5914

B (0.5, 2.5, 6) km 2.5 km 2.5 km 30.45 M 3h 0.4202 0.2749 0.1356 0.7889 0.5771 0.7234

C (0.5, 2.5, 6) km (0.5, 2.5, 6) km 2.5 km 30.53 M 3h 0.4260 0.2799 0.1410 0.7636 0.5582 0.7011

D (0.5, 2.5, 6) km (0.5, 2.5, 6) km 2.5 km ✓ 31.46 M 3h 0.4447 0.3051 0.1519 0.8625 0.6564 0.9100

ground truth A (2.5km) D (2.5km)B (2.5km) C (2.5km)

l Multi-level input is better than single level: data from convection development 
level facilitate the prediction of storm strength and trend 

l Multi-level output is better than single level: more information to be supervised
l Channel attention further boost forecast performance



Preliminary Results on Using Satellite Data for Nowcasting

• Lack of observing and monitoring infrastructure, including radar in LDCs
and SIDS

• Terrain blockage of radars in mountainous area
• Satellite data has better spatial coverage than radar data

Motivation: 

Sparse radar distributions in the western China NO Radar Satellite TS20 TS35 TS45 TS50

A ☑ 0.366032 0.174292 0.044409 0.027988

B ☑ 0.300933 0.140818 0.043290 0.026523

Promising results using satellite data for nowcasting

Chao, et al 2019



Pure Data-Driven Weather Forecasting Model: SwinVRNN
Ø SwinVRNN Model = Deterministic SwinRNN +

Perturbation Module

Ø Difference of SwinRNN from previous
convolutional RNNs (e.g., ConvLSTM,
ConvGRU):

1) Recurrent design: extracts features from all the 
historical frames at once, more memory-efficient

2) Memory update: Replace gates with self-attention
3) Multi-scale prediction: Use features of different 

spatial resolutions
4) Residual prediction: forecast 6 hour changes in 

variables instead of variables themselves

Ø Data: 6 hourly ERA5 reanalysis data of 5.625º
from WeatherBench dataset (Rasp et al., 2020)

Ø Training and testing:
1979 – 2016 for training, 2017 – 2018 for testing
36 hour historical input training on 5 days and test 
up to 14 days

Overall architecture of SwinVRNN



Learned covariance matrix

Advantage:
l Speed: 44 seconds 

for 100 member 
forecasting using a 
single NVIDIA Tesla 
V100 GPU

Perturbation Methods: 
1) Fixed distribution perturbation (FourCastNet)
2) Learned distribution perturbation: spatially 

and variable dependent
3) Model parameters perturbation: apply MC

dropout in both training and inference to mimic
the perturbed physics ensembles

4) Multi model ensemble: tune the architecture of 
SwinVRNN, e.g. depth of the Swin decoder.

Pure Data-Driven Ensemble Weather Forecasting Model: SwinVRNN

Example of a learned 
covariance matrix



Pure Data-Driven Ensemble Weather Forecasting Model: SwinVRNN

Comparison with SOTA

Ensemble spread for Z500 prediction over London, 
Barbados, Beijing and Sydney.

Fixed 
distribution

MC
dropout

Learned 
distribution

Multi-
model Advantage:

l Accuracy: outperform IFS on T2M
and TP variables up to 5 days at 
spatial resolution of 5.625º



Pure Data-Driven High-Resolution Weather Forecasting Model: SwinRDM
SwinRDM = SwinRNN+ and Conditional diffusion 
model

ü SwinRNN+: Improved version of SwinRNN:
• Replace multi-scale network with single-scale 

network with higher feature dimension 
• Multi-Layer Feature Aggregation

ü Diffusion super-resolution model
Improve resolution from 1.40525º to 0.25º

Dataset: 6 hourly ECMWF ERA5 data at spatial 
resolution of 0.25º, 1979 – 2016 for training, 2017-2018 
for testing

multi-scale and single-scale comparison

Effectiveness of multi-layer feature 
aggregation

Super-resolution model comparison



Pure Data-Driven High-Resolution Weather Forecasting Model: SwinRDM

• SwinRDM outperforms ECMWF IFS at the spatial 
resolution of 0.25 for 500 hPa geopotential, 850 hPa
temperature, 2-m temperature, and total 
precipitation, at lead times up to 5 days.

Conclusions:

SwinRDM is able to predict Super Typhoon Mangkhut



DL-based Water Bodies Recognition using Synthetic-aperture radar (SAR)

Motivation
It is too time consuming for human
experts to track the changes in size of
water body, more efficient methods are
required, especially during flood
period.

What we did for the Ministry of Water
Resource of China in 2020

• Use SAR over satellite images:
Works 24 hours and all weather 
conditions such as cloud, fog, rain,
or snow, etc. 

• Transfer learning applied to make 
the model available within 1 week 



WRF-DL: A Bridge between WRF and Deep Learning Parameterizations

Framework of WRF-DL coupler

Methodology:
• Use the C Foreign Function Interface (CFFI) to call 

Python function in Fortran
• Similar to WRF I/O quilt processors, DL model 

inference can be done using either with exclusive 
processors or the same processors for WRF 
calculations

Synchronous sequence implementation 
between WRF and DL-based 
parameterization
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